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Abstract

The paper studies the nowcasting of Euro area Gross Domestic Product (GDP)
growth using mixed data sampling machine learning panel data regressions with both
standard macro releases and daily news data. Using a panel of 19 Euro area countries,
we investigate whether directly nowcasting the Euro area aggregate is better than
weighted individual country nowcasts. Our results highlight the importance of the
information from small- and medium-sized countries, particularly when including the
COVID-19 pandemic period. The analysis is supplemented by studying the so-called
Big Four—France, Germany, Italy, and Spain—and the value added of news data
when official statistics are lagging.
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1 Introduction

A much-researched example of nowcasting is that of US real GDP growth. Traditional

methods rely on dynamic factor models which treat quarterly GDP growth as a latent pro-

cess and use so-called standard (monthly) macroeconomic data releases to obtain within-

quarter estimates. There are several limitations to this approach. First, in the era of big

data, it is challenging to expand dynamic factor models to include many high-frequency

non-traditional data increasingly used by macroeconomists to gauge the state of the econ-

omy. Second, going beyond the nowcasting of a single series, and looking at the GDP

growth for many countries modeled simultaneously or nowcasting earnings of many firms,

which has many similarities with nowcasting GDP, is also challenging with the traditional

models/methods. To that end, Babii, Ghysels & Striaukas (2022) introduced machine

learning mixed data sampling (MIDAS) regressions for single series nowcasting using po-

tentially large data sets, and Babii, Ball, Ghysels & Striaukas (2022a) extend these methods

to machine learning panel data MIDAS regressions.

In this paper, we are interested in nowcasting Euro area 19 (EA-19) GDP growth (e.g.,

see Marcellino et al. 2003), which means that we aim to potentially nowcast GDP growth

for multiple countries simultaneously. One can think of several ways to proceed, namely:

(a) nowcast aggregate EA-19 GDP growth using only aggregate Euro area data,

(b) nowcast aggregate EA-19 GDP growth using all available data from the individual

countries,

(c) nowcast each of the 19 countries separately and then aggregate across countries to

obtain an aggregate EA-19 GDP growth nowcast,

(d) nowcast only the GDP of the large constituents, ignoring the small countries, and use

those to nowcast EA-19 GDP growth.
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Option (a) is similar to the case of US GDP growth, with typically around 30 monthly

series used to produce nowcasts.1 Even for this case, Babii, Ghysels & Striaukas (2022)

show that machine learning methods outperform traditional dynamic factor models using

exactly the same data. Moving to option (b) the challenge of dealing with large data sets

emerges. If we keep the same 30 series, but collect them for each individual country, we

have potentially 30 × 19 = 570 predictors. Still, the target is a single series, i.e. aggregate

EA-19 GDP growth. The more interesting options are (c) and (d), which are the novel

contributions of the paper. In both cases, the combination of nowcasting and aggregation

come into play. The former involves nowcasting all countries, regardless of their size and

importance in the overall economic outlook of the EA. Option (d) has been entertained by

Cascaldi-Garcia et al. (2023), among others, who propose a multi-country nowcasting model

to simultaneously predict the GDP of the Euro area and its three largest countries—namely

Germany, France, and Italy—using up to sixteen predictor variables per country.

Cases (c) and (d) pertain to nowcasting in a data-rich environment using high-dimensional

mixed-frequency panel data models. This is a relatively new and unexplored research area.

Khalaf et al. (2021) consider low-dimensional mixed-frequency panel data but not for now-

casting or forecasting. Fosten & Greenaway-McGrevy (2019) consider nowcasting with a

mixed-frequency Vector AutoRegressive (VAR) panel data model, but not in the context of

a high-dimensional data-rich environment as is the case in our application. Babii, Ghysels

& Striaukas (2022) introduce structured machine learning for heavy-tailed dependent panel

data regressions sampled at various frequencies. They focus on the sparse-group LASSO

(sg-LASSO) regularization which they show can incorporate the mixed-frequency panel

data structures. They derive oracle inequalities for the sparse-group LASSO panel model

estimators with dependent fat-tailed data. Babii, Ball, Ghysels & Striaukas (2022b) apply

1We use a larger set of monthly and weekly standard data for the EA-19 compared to the series used
for the US, as will be explained in Section 3.1.
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the method to nowcast a large cross-section of earnings data of the US firms. In this paper,

we apply the same framework for nowcasting panels of Euro area GDP growth based on

real-time data vintages for standard macro data and news series which are extracted from

a large set of newspaper articles.

Our paper uses standard macroeconomic series, as well as so-called non-standard series,

in particular textual data. In recent years, the use of newspaper data for nowcasting

has been explored by various authors.2 Scotti (2016), Baker et al. (2016), Barbaglia et al.

(2024), and Ashwin et al. (2024) are recent examples that use newspaper data for economic

analysis in multiple countries. Although the construction of country-specific indicators

brings an additional level of complexity, the presumption is that the resulting indexes

provide an early signal of the local economic conditions that is more precise than a news-

based general indicator. We follow Barbaglia et al. (2024) who propose country-specific

text-based indicators for five European countries using local news translated to the English

language. In this paper, we extend their analysis to all EA-19 countries and show how

the inclusion of news-based indexes about smaller countries can improve the nowcasting

performance.

We use the MIDAS sparse-group LASSO regression-based approach of Babii, Ghysels &

Striaukas (2022) amenable to large dimensional data environments to test whether adding

different levels of heterogeneity in panel models improves the quality of nowcasts. Moreover,

we test whether specific data sources are informative when used in nowcasting settings. In

particular, we look at whether news data can improve nowcasts over more traditionally

used macro and financial series. Lastly, we apply several weighting schemes to compute

the Euro area aggregate nowcast based on country-level GDP nowcasts. We show that

2See for example Larsen et al. (2021), Barbaglia et al. (2023), and Ellingsen et al. (2022) among others.
Thorsrud (2020) uses daily business newspapers to construct a business cycle index based on quarterly GDP
growth using a time-varying dynamic factor model with sparsity. While his work shows the feasibility of
traditional state space models, the challenges grow when one starts thinking about adding potentially
large-dimensional traditional data sets in a multi-country setting.
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this strategy leads to more accurate nowcasts irrespective of the weighting scheme, sug-

gesting that information in all European countries contributes to overall predictions. In

addition, we test whether smaller panels involving only the Big Four countries—France,

Germany, Italy, and Spain—suffice to compute the Euro area nowcasts. Our results sug-

gest that smaller countries indeed matter and models that incorporate all EA-19 produce

higher quality nowcasts. The efficient estimation of panel models using a large data set is

compounded by the timely inclusion of information about the current state of the economy

from smaller countries.

In sum, the paper makes multiple contributions. First, the topic of nowcasting and

aggregation was to the best of our knowledge never addressed in the literature. Second,

we study different aggregation schemes and find that a projection method appears to work

best. Third, we investigate the advantages of machine learning panel data models versus

single regression ones in the context of GDP nowcasting, extending earlier findings on the

topic by Babii, Ball, Ghysels & Striaukas (2022b) who looked at corporate earnings. Fourth,

we showcase the use of non-traditional data in nowcasting, more specifically news related

data, a topic which received much attention recently. Fifth, we highlight to role played

by small Euro area countries due to their timely release of data and the connectedness

of their economies with the larger countries. Finally, our sample includes the pandemic

and we analyze its impact on nowcasting and model performance. The latter leads us to

investigate nowcast combination schemes across different models.

The paper is organized as follows. Section 2 introduces the models and estimators.

Section 3 describes the Euro area GDP nowcasting application, whereas Section 4 reports

and analyzes the empirical results. Section 5 concludes.
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2 Mixed-frequency panel data machine learning now-

casting models

Our method builds on Babii, Ghysels & Striaukas (2022), who introduced machine learning

MIDAS regressions with an application to single series nowcasting, and Babii, Ball, Ghysels

& Striaukas (2022a), who extended the method to panel data settings. Moreover, Babii,

Ball, Ghysels & Striaukas (2022b) consider an application of nowcasting price-earnings

ratios for a large set of US firms.

Our goal is to nowcast a set of variables yi,t+h with i ∈ [N ] at horizon h measured

at some low frequency, e.g. quarterly, t ∈ [T ], where [p] = {1, 2, . . . , p} for a positive

integer p. For simplicity, we assume equally spaced data at different frequencies. In

particular, nH
k denotes the total number of high-frequency observations for the kth co-

variate for each low-frequency period t, and nL
k is the number of low-frequency periods

used as lags. For example, in our application a quarter of high-frequency lags used as

covariates corresponds to nL
k = 1 while nH

k = 3 indicates that three months of data are

used in each quarter. Note that we can have a mix of quarterly, monthly, and weekly

data, and for each covariate indexed by k, nH
k represents different high-frequency sam-

pling frequencies and associated lags nL
kn

H
k . The information set consists of K predictors,

i.e.
{
xi,t−j/nH

k ,k : i ∈ [N ], t ∈ [T ], j = 0, . . . , nL
kn

H
k − 1, k ∈ [K]

}
, measured potentially at

some higher frequency, e.g., monthly/weekly/daily with real-time updates into the quarter.

Consider the following panel data regression for the low-frequency panel target yi,t|τ ,

using information up to τ :

yi,t|τ = α +

Q∑
q=1

ρi,qyi,t−q +
K∑
k=1

ψ(L1/nH
k ; βk)xi,τ,k + ui,t|τ ,
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where

ψ(L1/nH
k ; βk)xi,τ,k =

1

kmax

kmax−1∑
j=0

βj,kL
j/nH

k xi,τ−j/nH
k ,k, (1)

and

• α is the intercept constant across all i;3

• ρi,q are autoregressive lag coefficients possibly different across i;

• kmax is the maximum lag length which could depend on the covariate k, and for each

high-frequency covariate xi,τ,k we have the most recent information at time τ.4 Note

that this also implies the most recent vintage of data is used, i.e. past data revisions

are incorporated as well.

When τ ≤ t − 1, we are dealing with a forecasting situation, hence, our analysis applies

to forecasting as well. Note that kmax is the maximum lag length which may depend on

the covariate k, and for each high-frequency covariate xi,τ,k we have the most up-to-date

information available at time τ. For some high-frequency regressors that have not been

updated yet, this could be stale information; see Babii, Ball, Ghysels & Striaukas (2022b)

for further discussion. In our empirical analysis, we consider the following two variations

of this general formulation. For i, j ∈ [N ]:

• Pooled panel, denoted pooled, restriction: ρi,j = ρj.

• Country-specific AR lag coefficients, denoted HetAR.

In the pooled panel data case, the sample size is NT which is much larger than in the

case of a single-country model. Therefore, we may expect a more accurate estimation

compared to individual time series regressions at the expense of losing heterogeneity. In

the HetAR case, we model country-specific effects, therefore we investigate whether more

3All parameters depend on τ , but we suppress this detail to simplify notation.
4To simplify the notation, we will not keep track of the dependence of xt, kmax, and K on τ .
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flexible models can improve the quality of nowcasts relative to the pooled panel model by

including country-specific autoregressive coefficients in the model. Lastly, in the pooled,

we group pooled autoregressive lags in time series dimension rather than the cross-section.

The large number of predictors K with potentially large number of high-frequency

measurements kmax can be a rich source of predictive information, yet at the same time,

estimating N×Q+1+
∑K

k=1 kmax parameters, where N is the size of the cross-section, Q is

number of autoregressive lags (constant across i) and kmax is the max of high-frequency lags

for each covariate (constant across i), is costly and may reduce the predictive performance

in small samples. In addition, observing predictors at different frequencies leads to the

frequency mismatch problem due to the missing data. To solve both problems, we follow

the MIDAS (machine learning) literature and instead of estimating a large number of

individual slope coefficients, we consider a weight function5 ω : [0, q] → R, parameterized

by βk ∈ RL

ψ(L1/nH
k ; βk)xi,τ,k =

1

kmax

kmax−1∑
j=0

ω

(
j

nH
k

; βk

)
xi,τ,k,

where

[0, q] ∋ s 7→ ω(s; βk) =
L−1∑
l=0

βl,kwl(s),

and (wl)l≥0 is a set of L functions, called the dictionary. One can use either splines or Leg-

endre polynomials as a dictionary; see Babii, Ball, Ghysels & Striaukas (2022a) for further

discussion on different choices of the dictionary. The attractive feature of this approach

is that we can map the MIDAS regression to the simple linear regression framework. To

that end, assuming that kmax is the same for all covariates and xi = (Xi,1Wk, . . . , Xi,KWk),

where for each k ∈ [K], Xi,k = {xi,τ−j/nH
k ,k, j = 0, . . . , kmax− 1}τ∈[T ] is a T ×kmax matrix of

predictors andWkkmax = (wl(j/n
H
k ; βk))0≤l≤L−1,0≤j≤kmax is a kmax×L matrix corresponding

5We use q = 1 for nowcasting without low-frequency lags. More generally, q − 1 denotes the number of
low-frequency lags.
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to the dictionary. Note that the matrices (Wk)k∈[K] solve the frequency mismatch problem.

Define yi = (yi,1+h, . . . , yi,T+h)
⊤, ỹi,q = (yi,1−q, . . . , yi,T−q)

⊤ for q ∈ [Q], ỹi = (ỹi,1, . . . , ỹi,Q),

and ui = (ui,1, . . . , ui,T )
⊤. Stacking time series observations in vectors, the regression equa-

tion for each i ∈ [N ] is

yi = αιT + ỹiρi + xiβ + ui,

where ιT is a size T vector of ones, ρi ∈ RQ coefficients of autoregressive lags and β ∈ RLK

is a vector of slopes of regressors. Lastly, let y = (y⊤
1 , . . . ,y

⊤
N)

⊤, X = (x⊤
1 , . . . ,x

⊤
N)

⊤,

and u = (u⊤
1 , . . . ,u

⊤
N)

⊤. Then the regression equation after stacking all cross-sectional

observations is

y = αιNT + Ỹρ+Xβ + u,

where Ỹ is a diagonal matrix with elements ỹi, i = 1, . . . , N , and ρ = (ρ⊤1 , . . . , ρ
⊤
N)

⊤.

The MIDAS approach reduces efficiently the dimensionality of high-frequency lag coef-

ficients. An alternative approach, known as the U-MIDAS, see Foroni et al. (2015), would

estimate all individual coefficients associated with high-frequency covariate lags hoping that

machine learning would pick up relevant lags. This strategy is not appealing because we

always pay a price for the model selection which can be substantial with heavy-tailed data

time series data, typically leading to worse predictions compared to regularized MIDAS

schemes; see Babii, Ghysels & Striaukas (2022), Babii, Ball, Ghysels & Striaukas (2022a)

for further discussion and details.

Since the number of predictorsK can be large, the regularization improves the predictive

performance in small samples. In this paper, we work with the sg-LASSO regularization

that was shown to be attractive for individual time series machine learning regressions in

Babii, Ghysels & Striaukas (2022). The pooled panel data estimator with heterogeneous
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autoregressive dynamic and a variation of sparse-group regularization solves

min
(a,b,c)∈R1+NQ+LK

∥y − aιNT − Ỹb−Xc∥2NT + 2λΩγ(b, c), (2)

where ∥.∥2NT = |.|2/(NT ) is the scaled ℓ2 norm squared and

Ωγ(b, c) = γ [|b|1 + |c|1] + (1− γ) [∥b∥2,1 + ∥c∥2,1] ,

is a regularizing functional, which is a linear combination of LASSO and group LASSO

penalties. The parameter γ ∈ [0, 1] determines the relative weights of the ℓ1 (sparsity)

and the ℓ2,1 (group sparsity) norms, while the amount of regularization is controlled by the

regularization parameter λ ≥ 0. Recall also that for a group structure G described as a

partition of [p] = {1, 2, . . . , p}, the group LASSO norm is computed as ∥u∥2,1 =
∑

G∈G |uG|2

for some generic vector u. The groups are assumed to be known to the econometrician,

which in our setting corresponds to: a) country-specific autoregressive lags, and b) time

series lags of covariates. Combining covariates of a similar nature in groups is also feasible.

3 Nowcasting EU output

As noted before, let yi,t|t the GDP growth nowcast for country i for the quarter t given

the high-frequency information up to and including the quarter t. We use the following

schemes to combine country-level nowcasts to compute the aggregate Euro area level GDP

nowcasts, denoted yea,t|t:

1. We compute the weights based on historical proportions of absolute GDP growth.
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Each country weight W
(1)
i|t at quarter t is

W
(1)
i|t =

∑t−1
j=1 |yij|∑N

i=1

∑t−1
j=1 |yij|

.

2. We compute the weights based on the most recent proportions of absolute GDP

growth. Each country weight W
(2)
i|t at quarter t is

W
(2)
i|t =

|yit−1|∑N
i=1 |yit−1|

.

3. We compute the weights based on the most recent proportions of the GDP level.

Each country weight W
(3)
i|t at quarter t is

W
(3)
i|t =

GDPit−1∑N
i=1GDPit−1

.

4. We project the weights onto the most recent Euro area GDP growth series yea,t−1.

Each country weight W
(4)
i|t at quarter t is

yea,t−1 =
N∑
i=1

W
(4)
i|t yit−1 + ϵt−1,

where W
(4)
i|t are constrained to be positive and sum to 1. We estimate W

(4)
i|t by

constrained least squares.

For all the weighting schemes we use t−1 GDP data since at quarter t this is the information

that is available in real-time. The Euro area aggregate nowcast is computed as yea,t|t =∑N
i=1W

(q)
i|t yi,t|t, for q ∈ {1, 2, 3, 4} set of weights.

Finally, we also consider what we call the Euro area model. In this model, we nowcast

Euro area GDP growth based on aggregate Euro area data. For this we use the machine
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learning MIDAS setup of Babii, Ghysels & Striaukas (2022).

3.1 Standard macro releases

We use real-time vintages of standard macro monthly releases from several sources (see

the Appendix for the details of each series). GDP growth is quarterly and is available in

real-time in our sample. The first vintage is January 2015, for which we have GDP vintages

for all EA-19 countries. As predictor variables, we collect 64 traditional macroeconomic

series: 57 are monthly series, 3 weekly, and 4 daily. Monthly series are hard data such as

unemployment rate and industrial production; 47 are available at a country level while the

remaining 10 are Euro area aggregates; weekly series are oil products which are available

at a country level; 4 daily series are financial markets data covering stock market, gold,

foreign exchange, and interest rates data.

It is worth mentioning that some macro series are available with a month, two, or

even three months of delay relative to the nowcasting month. Since we use real-time data

vintages, we naturally take into account such delays. This is particularly important when

we analyze the additional gain in nowcasting accuracy when using news data—which we

describe below—since such data is timely and available without delays.

3.2 News data

We collect news data from Dow Jones Factiva. The data set contains daily printed and

online full-text articles from three different sources dealing with economic and financial

issues, namely The Economist, Reuters News, and The Wall Street Journal. The final data

set consists of approximately 2.5 million articles and 1 billion words from January 2005

to December 2022. We construct news-based indicators following the fine-grained aspect-

based sentiment (FiGAS) by Consoli et al. (2022). This is a rule-based algorithm that
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provides sentence-level sentiment scores for textual information in the English language.

The sentiment is (i) aspect-based, meaning that it analyzes only the words in a sentence that

relate to a specific topic of interest based on linguistic dependencies, and (ii) fine-grained,

that is, the sentence-level sentiment score comes from a humanly annotated dictionary

tailored for economic and financial applications and is defined in [−1,+1].

We compute news-based indicators for the following three topics covering different as-

pects of economic and financial activity: economy, employment, and inflation. Each topic

is associated with a set of additional keywords that we look for in the articles: for instance,

the economy topic includes also related terms, like GDP, output, or economic growth. We

compute country-specific indicators for all EA-19 member states by filtering only on sen-

tences where there is a direct mention of the country in the analysis. We refer to the online

appendix for additional details about the news-based sentiment indicators, the selection of

the topics’ keywords, and the construction of country-specific measures.

The output of FiGAS consists of daily news-based indicators of sentiment and volume

for each topic and country. The sentiment measures are obtained by summing the sentence-

level sentiment scores for all articles within that day, while the volume corresponds to the

number of sentences containing an explicit mention of the topic. Most importantly, the

news-based sentiment indicators are real-time and we include them as additional regressors

with no publication delay. In the remainder, our baseline model will include news-based

indicators about economy, employment, and inflation.

4 Empirical results

We apply the machine learning regressions described in Section 2 to assess whether the

aggregate Euro area GDP growth nowcasts are more accurate compared to panel data

models which are based on individual country-level data. These models exploit panel data
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structures and several weighting schemes of individual country nowcasts to construct an

aggregate nowcast.

4.1 Aggregate versus panel data regressions

Table 1 reports the nowcast comparison between the (aggregate) Euro area model and

the panel data models, namely the pooled and the HetAR panel models, and the country-

specific MIDAS regressions. The forecast accuracy is measured as root-mean-squared errors

(RMSEs) at three nowcast horizons (i.e., 2- and 1-month ahead as well as at the end of the

quarter). The first row in Panel A of Table 1 reports the RMSEs of the aggregate Euro

area benchmark model, while the other rows report the RMSEs of the proposed panel data

models relative to the benchmark: values below unity signal a better performance of the

proposed model relative to the benchmark. For each panel data model, we document the

performance of the four different weighting schemes (W (1)-W (4)) to aggregate individual

country forecasts as described in Section 3. Columns 1 to 3 report the results on the full

sample, while columns 4 to 6 consider only the pre-COVID period.

Panel A reports the results for the time series regressions when we nowcast directly Euro

area aggregates. While the first row regressions include only aggregated information about

the Euro area as an explanatory variable (option (a) in the Introduction), the other rows

in the top panel add respectively the Aruoba et al. (2009) (ADS) index and information

from individual EA-19 countries as additional regressors (option (b) in the Introduction).6

A few patterns are worth highlighting. First, the model’s accuracy is largely impacted by

the inclusion of the COVID period observations, with the full sample results showing much

larger errors than the pre-COVID sample. Second, the inclusion of timely information

about the US business cycle proxied by the ADS index does not bring any systematic

6The ADS index is updated at the daily frequency and is based on a small set of macroeconomic variables
available at the weekly, monthly, and quarterly frequency; see Aruoba et al. (2009) for more details.
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2-month 1-month EoQ 2-month 1-month EoQ
Full sample Pre-COVID

Panel A. Time series
EA-19 4.960 3.642 3.366 0.185 0.215 0.176
+ ADS 0.830 1.043 0.886 0.961 1.146 1.031

+ other countries 1.501 2.136 1.685 1.653 1.050 0.753
+ countries & ADS 1.501 2.136 1.536 1.653 1.039 0.753

Panel B. Pooled
W (1) 0.693 0.814 0.750 2.420 1.880 2.551
W (2) 0.681 0.775 0.704 3.201 2.154 2.973
W (3) 0.680 0.729 0.664 1.802 1.880 2.171
W (4) 0.661 0.722 0.663 1.640 1.883 2.168

Panel C. HetAR
W (1) 0.677 0.817 0.756 2.393 1.640 2.268
W (2) 0.679 0.789 0.729 3.664 2.074 2.893
W (3) 0.669 0.738 0.663 1.792 1.588 1.858
W (4) 0.684 0.743 0.665 1.684 1.584 1.835

Panel D. Country-specific regressions
W (1) 0.743 0.984 0.933 3.229 1.576 1.800
W (2) 0.803 1.063 0.932 5.981 2.037 2.277
W (3) 0.777 0.996 0.870 1.035 0.557 0.755
W (4) 0.799 1.046 0.835 0.882 0.548 0.743

Table 1: Nowcast comparison table — root-mean-squared errors (RMSEs). Nowcast horizons are
2- and 1-month ahead, as well as the end-of-the-quarter (EoQ). The first row reports the absolute
RMSE for the EA-19 model using only aggregate data. All remaining rows are relative RMSEs
vis-à-vis the first row. Panel A displays results for time series regressions in which we directly
nowcast Euro area GDP growth. Panels B and C report results for panel regression models
and different weighting schemes. Rows W (1)-W (4) denote different weights used to compute
the Euro area aggregate based on individual country nowcasts. For rows W (1)-W (4), we report
RMSEs relative to the Euro area model: values smaller than unity indicate an improvement in
prediction with respect to the benchmark. Panel B reports results for the Pooled panel model for
19 countries, while Panel C for the HetAR model. Panel D reports results using country-specific
MIDAS regression nowcasts aggregated based on weighting schemes W (1)-W (4). We use 5-fold
cross-validation adjusted for panel data to compute both sg-LASSO tuning parameters. Out-of-
sample periods: 2016 Q1 - 2019 Q4 (pre-COVID) and 2016 Q1 - 2022 Q4 (Full sample).
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improvement with respect to the benchmark model. Third, an even worse performance

results from the inclusion of information about individual EA-19 countries into the time

series regression model compared to the benchmark model only using aggregate EA data.

Hence, option (a) is better than (b), and therefore using only the aggregate data in machine

learning models suffices.

Turning to the performance of the panel data machine learning models in Panels B

and C, we obtain mixed results. For the pre-COVID sample, we note that the panel

data models under perform vis-à-vis the benchmark. In contrast, the panel data models

always outperform the benchmark when looking at the full sample. This result is robust

with respect to the choice of the weighting scheme and the nowcasting horizon. The

proposed models exploit the additional country-specific information included in the panel

data structure: this information turns out to be redundant during normal times, while it

proves relevant during the COVID pandemic. Comparing the two panel data models, the

HetAR model generally achieves better performances than the pooled models: the inclusion

of heterogeneity in the form of country-specific lags seems to be a better choice than pooling

all coefficients.

Panel D of Table 1 reports the results with country-specific MIDAS regressions – hence

not exploiting the panel data structure, but instead estimating single regressions per coun-

try – which are then aggregated using again the same weighting schemes. Hence, Panel D

differs from Panels B and C only with respect to the panel structure, while the informa-

tion set, the MIDAS structure and the weighting schemes are the same. Country-specific

regressions aggregated following weighting schemesW (3) andW (4) attain good results both

when looking at the full sample as well as pre-COVID. On the one hand, Panel D shows

gains with respect to the Euro area benchmark during the pre-COVID sample, when panel

models perform poorly. The gains attained by country-specific regressions are large and up
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to 45 percentage points. On the other hand, the performance in the full-sample, although

still better than the benchmark, does not improve with respect to panel models which

perform best when including the COVID pandemic in the analysis.

4.2 The Big Four

We test whether nowcasting the four largest Euro area countries—France, Germany, Italy,

and Spain (i.e., the “Big Four”)—separately may give an advantage in producing more

accurate predictions for the Euro area GDP.7 We compare the performance of the HetAR

and pooled panel models, as well as, the country-specific regressions as in the previous

section. To compute the aggregated Euro area nowcasts we use weighting scheme W (4)

modified to include only the Big Four.

Table 2 reports the results of the four-country models relative to the benchmark model

appearing in the first row of Table 1. All point to a better performance of the model involv-

ing nowcasting only the largest European economies. This result is robust across horizons,

model specifications and, interestingly, the full and pre-COVID samples. Indeed, panel

data models with the Big Four attain a more accurate performance even when considering

the pre-COVID sample, whereas that was not the case in Table 1. However, looking at

the full sample, panel data models with all Euro area countries always outperform the Big

Four models. Hence, rather than focusing only on the indicators from the largest Euro-

pean countries, our evidence suggests that there is a value-added in the nowcasting model

for all EA-19 countries when looking at the full sample and including the COVID in our

model. Looking at the pre-COVID sample, the Big Four models are outperformed at all

horizons by the country-specific regressions using all Euro area countries reported in Table

1. Overall, this suggests the best results are obtained with the inclusion of information

of all EA-19 countries both in the full sample (with panel models) and pre-COVID (with

7See also Ashwin et al. (2024), Barbaglia et al. (2022), Cascaldi-Garcia et al. (2023), among others.
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2-month 1-month EoQ 2-month 1-month EoQ
Full sample Pre-COVID

Panel A. Big four — Pooled
W (4) 0.698 0.871 0.808 0.877 0.978 0.820

Panel B. Big four — HetAR
W (4) 0.692 0.743 0.734 0.810 1.025 0.884

Panel C. Big four — country-specific regressions
W (4) 0.813 1.046 0.820 0.965 0.557 0.807

Table 2: Nowcast comparison table — root-mean-squared errors (RMSEs). Nowcast horizons are
2- and 1-month ahead, as well as the end-of-the-quarter (EoQ). All entries are relative RMSEs to
the first row of Table 1. Panel A and B display results for Pooled and HetAR panel regression
models, respectively, based on France, Germany, Italy, and Spain (i.e. the “Big Four”) coun-
tries. Panel C displays results for the Big Four country-specific regressions aggregated based on
weighting scheme W (4). We use 5-fold cross-validation adjusted for panel data to compute both
sg-LASSO tuning parameters. Out-of-sample periods: 2016 Q1 - 2019 Q4 (pre-COVID) and 2016
Q1 - 2022 Q4 (Full sample).

country-specific regressions).

To explain the relative improvement in nowcasting performance achieved by using the

full panel of Euro area countries as opposed to just the Big Four, several factors comes

into play. First, from a modeling perspective, machine learning panel regression models

are estimated more accurately when N , i.e. the number of countries, is large (Babii, Ball,

Ghysels & Striaukas 2022a). More accurate parameter estimates lead to higher quality

nowcasts. Second, the real-time flow of data and information varies among countries. For

instance, Belgium, a nation falling outside the Big Four category, consistently boasts supe-

rior and more timely survey data, significantly contributing to the accuracy of Euro area

GDP predictions (Basselier et al. 2018). From an economic perspective, given Belgium’s

strong economic ties with Germany and France due to its geographical proximity, its eco-

nomic news serves as a reliable signal for the broader economies, therefore influencing the

overall Euro area GDP projection. By incorporating the entire panel of countries, we can

effectively capture and harness these effects.
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4.3 Nowcast aggregation and combination

We now focus on how to aggregate and combine individual nowcasts, starting from the

nowcasting performance of the four proposed weighting schemes. Looking at the full sam-

ple results of Table 1, we observe that W (4) achieves the lowest RMSEs for the pooled

panel model. This result does not hold for the HetAR model, where the W (3) weighting

scheme produces slightly more accurate forecasts than W (4). As it regards country-specific

regressions, W (3) and W (4) attain a similar performance both full sample and pre-COVID,

and substantially outperform the other weighting schemes. Figure 1 illustrates the four

estimated weighting schemes, with W (3) and W (4) notably exhibiting denser characteristics

than the other schemes. Consequently, nowcasts employing denser weighting schemes yield

more accurate results, further reinforcing the argument in favor of utilizing the entire panel

of European countries to improve nowcasting precision.

To further investigate the nowcasting performance across weighting schemes, we turn to

Figure 2 where we compare the weights obtained byW (4) (i.e., projections on GDP) and by

W (3) (i.e., proportion of GDP level). We take the difference betweenW (4) andW (3) weights:

positive values indicate a larger weight given by W (4) with respect to W (3). Note that by

construction the W (3) weights are a direct measure of the size of each national economy

within the Euro area. Compared to W (3), we observe that W (4) assigns smaller weights to

Germany and to a lesser extent the Netherlands, while it inflates the relative importance

of some small- and medium-sized countries, namely Austria, Belgium and Luxembourg.

Although the size of these economies within the Euro area is relatively small, information

about economic developments in those countries play a relevant role in attaining more

accurate nowcasts.

Finally, we explore the relative importance of smaller countries against the Big Four

by plotting in Figure 3 the sum of weights of the 15 small Euro area countries (Small15 )
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Figure 1: Estimated weights for the weighting schemes W (1)-W (4) by country. Each tile
corresponds to a quarter. The darker the color, the larger the weight.
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Figure 2: Difference between W (4) and W (3) weights by country. If difference is larger
(smaller) than zero, W (4) weights are larger (smaller) than W (3) ones and are reported
in red (blue). Each tile corresponds to a quarter. The darker the color, the larger the
difference between weighting schemes.
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Figure 3: Sum of weights of the 15 small Euro area countries (Small15 ) relative to the sum
of the weights of the Big Four (Big4 ) for weighting schemes W (3) and W (4).

relative to the sum of the weights of the Big Four for weighting schemes W (3) (dashed

line) and W (4) (solid line). While the relative importance of smaller countries with respect

to the Big Four is stable when looking at the W (3) weights (indeed, proportions of GDP

level are steady in time and vary only at a slow pace), we observe large variability when

considering W (4). Smaller countries are relatively more important in 2016-17 and, most

notably, after 2020, when the total weight assigned to smaller countries doubles, going from

0.3 to approximately 0.6. The information coming from smaller Euro area countries plays

an important role in attaining an accurate nowcast in the years following the COVID-19

pandemic, hence explaining the good performance of panel models on all EA-19 countries

in the full sample reported in Table 1.

4.3.1 Nowcast combinations

Overall, our results highlight a heterogeneous nowcast performance of the analyzed models:

panel models perform best when considering the full sample and information from all Euro
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area countries, country-specific MIDAS regressions outperform all other models in the pre-

COVID sample, while nowcasting models on the Big Four attain a good performance across

all time samples, although not the best one. Given this heterogeneity in performance, we

combine forecasts obtained from individual models following the linear combination method

by Stock & Watson (2004). In particular, we combine the forecast obtained following

models: the Pooled panel model and Country-specific regressions on all EA-19 countries

(Panels B and D, respectively, of Table 1), and the HetAR model on the Big Four (Panel

B of Table 2). For all individual forecasts, we consider the aggregated forecasts obtained

with W (4) weights.8

The nowcast combination results are reported in Table 3. We start with Panel A which

covers models with news data. Combing the nowcasts consistently delivers large gains which

range between a 20 to 30% reduction with respect to the benchmark RMSEs. Moreover,

the gains are robust across horizons and, importantly, full versus pre-COVID samples.

Indeed, combinations attain more accurate nowcasts both full sample as well pre-COVID,

reaching a performance that is close to the best-performing individual model. Panel B

of Table 3 explores one final aspect of our analysis, namely the added values of the news

indicators. Compared to Panel A showing the nowcasting performance of models including

news indicators, Panel B excludes them. The inclusion of news delivers nowcasting gains,

even though these gains are not large, ranging between 1-5%. Therefore, although only

marginally, the inclusion of news indicators positively impacts the accuracy of the nowcasts.

8We select forecasts aggregated with W (4) weights since they provide the best nowcasting performance
overall. Regarding the selection of the individual nowcasting models, we include all model types analyzed
in the paper (Pooled and HetAR panels, as well as country-specific MIDAS regressions) taking into account
the time period and information set (i.e., all EA-19 or only Big Four countries) where they achieve their
best performance. We have also experimented with other model subsets for which we obtained similar
results.
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2-month 1-month EoQ 2-month 1-month EoQ
Full sample Pre-COVID

Panel A. Combination – with news
W (4) 0.693 0.815 0.717 0.831 0.770 0.733

Panel B. Combination – without news
W (4) 0.701 0.832 0.725 0.890 0.801 0.773

Table 3: Nowcast comparison table — root-mean-squared errors (RMSEs). Nowcast horizons are
2- and 1-month ahead, as well as the end-of-the-quarter (EoQ). All entries are relative RMSEs
to the first row of Table 1. Panel A reports results for forecast combination method combining
models Pooled (Table 1 Panel B), Country-specific regressions (Table 1 Panel D), and Big four —
HetAR (Table 2 Panel B) based on W (4) weights. Panel B reports forecast combination results
for the same models as in Panel A but excluding news data from the predictor variable set. We
use 5-fold cross-validation adjusted for panel data to compute both sg-LASSO tuning parameters.
Out-of-sample periods: 2016 Q1 - 2019 Q4 (pre-COVID) and 2016 Q1 - 2022 Q4 (Full sample).

5 Conclusion

The paper studies the Euro area nowcasting using MIDAS machine learning panel data

regression models. These models offer the flexibility needed to analyze extensive datasets

gathered from diverse sources, sampled at varying frequencies, and available in both cross-

sectional and time series dimensions. Through this research, we introduce several innovative

empirical findings that carry significant relevance for policymakers. Our findings reveal a

significant enhancement in the accuracy of nowcasts for the Euro area aggregate GDP when

incorporating data from smaller countries. These improvements are substantial, reaching

up to 30%, and remain robust across nowcasting horizons. We attribute these gains to two

primary factors.

Firstly, in highly turbulent times such as the COVID-19 pandemic, the parameter esti-

mates of the machine learning panel data regression models are estimated more precisely

when a broader cross-sectional dataset is employed. Secondly, smaller countries, such as

Austria, Belgium, or Luxembourg, in contrast to larger Euro-area countries like Germany

or France, tend to possess higher-quality and more timely survey data. Given the high level

of economic inter connectivity, especially among neighboring countries in the Euro area,
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the inclusion of data from these smaller nations results in more accurate signals, ultimately

leading to enhanced model predictions.

In addition to our primary findings, we also contribute to the expanding body of lit-

erature concerning the application of alternative data, such as information extracted from

newspaper articles, to enhance the accuracy of economic forecasts. The incorporation of

such data is particularly advantageous due to its real-time availability and no publication

delay of these data. Our research demonstrates that news data improve the accuracy of

Euro area GDP nowcasts.
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